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Abstract—This study proposes to develop a self-study system
equipped with an artificial instructor who detects and advises
learners and evaluates their language learning in a consolidated
framework. Detecting the learners mean that the self-study
system understands their learning conditions. In this paper, we
describe the results of system development among our projects.
In particular, we describe a study that detects various errors
necessary for a self-study system and propose a system for
efficiently collecting EEG (brain waves), which are biological
information for detecting the learners.

Index Terms—e-Learning, Self-study System, Language Learn-
ing, Simple EEG, Java

I. INTRODUCTION

Recently, with the spread of large-scale open online courses,
asynchronous distance learning where learners learn at their
own pace has become widespread (Academic eXchange for
Information Environment and Strategy [AXIES]). For this
reason, there has been an increase in the demand for remote
self-study. Nowadays, flipped classrooms are an emergent
methodology to increase student independence during conven-
tional classroom lectures. In the flipped classroom, self-study
conducted before the face-to-face class plays an important
role [1]. Unlike face-to-face learning where the learning time
and content can be adjusted by looking at the student’s
facial expressions and learning attitudes, the current self-
study system uses only pre-prepared learning content. In other
words, the current self-study system treats all students equally,
and it is not possible to provide detailed support according
to the learning situation of each learner. We are confident
that understanding the learning situation of each student in

self-study will improve the quality and effectiveness of online
learning.

Regarding the target subjects, in 2016, the “School Curricu-
lum Guideline” emphasized the early introduction of English
education and programming education toward globalization
and internationalization of education [2]. In Japan, program-
ming education is made compulsory at junior high schools,
and their government’s growth strategy included “promotion of
programming education from the compulsory education stage.”
In addition, the Japan Ministry of Education, Culture, Sports,
Science, and Technology has announced that programming
education in elementary schools will be compulsory. Also,
the Ministry of Internal Affairs and Communications has
announced a policy of developing one million new IT human
resources by 2025, and they are promoting programming
education.

In this research, we develop a self-study system for language
learning using an artificial teacher. An artificial teacher or
instructor is an agent that collects and analyzes the learner’s
biological information and learning history and automatically
feeds the learner with the analyzed results. This artificial
teacher embedded in this self-study system observes and
analyzes the learner, presents them with suitable learning
content, and gives appropriate instructions.

II. RELATED WORK

A. Learning history storage system

It is difficult to know the process of completing a program
and what challenges the learner faced and how they solved it
in the process. To understand them, it is evident the history
of each version is not enough, and effective to record in
detail how it has been changing for each operation of the978-1-6654-8336-0/22/$31.00 ©2022 IEEE



user [3] [4]. Oomori, et al. [3] proposed ways to utilize the
accumulated learning history, such as a function to display
the operation history, set conditions and filter display items,
and display / restore the source code in an arbitrary state
in the past. Mori et al. [4] proposed a function that enables
objective feedback to the student in question by developing
and analyzing their detailed learning history in real-time. This
allows the teacher to understand the learner’s stumbling point.
Despite this, all learners’ accumulated history has not been
automatically analyzed, and based on analyzed results, the
quality needs improvement.

B. Application of EEG measurement to learning

It has been empirically known from psychological and
brain science studies that the waveform of EEG can be used
as an index of a mental state by observing it with related
events [5]. To observe the human mental state, studies have
been conducted using the α and the β wave obtained by
subjecting the obtained brain waves to the discrete Fourier
transform [6]. Researchers such as Giannitrapani et al. [7] have
examined the connections between intellectual development
and brain waves. They assumed that β waves were highly
related to thinking states, and measured brain waves of healthy
subjects that were undergoing an intelligence test. It was
shown that the low-frequency component (low β wave) of the
β wave predominated during the three major tests (reading
comprehension, math, and figure alignment test), and the β
wave estimated the thinking state. It was also shown to be
effective to some extent as an index. Furthermore, we observed
the human being’s state of thinking and discovered that it was
effective to measure the power spectrum of α and β wave, the
ratio of α and β waves to the entire brain wave, or the ratio
of α wave [8].

III. OVERVIEW OF OUR PROJECT

In our project, we develop a self-study system that measures
each learner’s biological information and learning history and
presents learning material suitable for each student’s learning
conditions. This works even when that student is outside the
class, and it is impossible for teachers to assist in real-time.
To illustrate our research, we will conduct some experiments
and evaluations using the developed system (see Fig. 1).

Our project can be divided into four main sections:
(1) Development of a self-study system equipped with an

artificial teacher,

(2) Evaluation by experiment for English and programming
languages,

(3) Integrated analysis of a learning log of different lan-
guages such as English and programming languages,
and

(4) Research on possible substitutes with non-wearable
measuring instruments to popularize the system.

As mentioned in (a), we develop a self-study system with
the following four functions: (1) a function to judge careless
mistakes from brain wave information and answer time, and

Fig. 1. Overview of our project

to ask questions for which it is easy to make such mistakes,
(2) a function that determines errors in spelling and grammar
(syntax) of words (words in English and reserved words in
programming languages) and that asks questions for which it
is easy to make such mistakes, (3) a function that determines
grammatically correct but logically erroneous answers and that
asks questions for which it is easy to make such mistakes,
and (4) a function that determines the state of the learner
such as “not focusing on learning,” “finds learning content too
easy,” “finds learning content too difficult,” and “finds learning
content incomprehensible or partially incomprehensible,” and
adjusts the difficulty level of the task in real-time, combining
biological information such as brain waves and eye tracking
information from the above (1)-(3) with learning history
information.

In (b), the system developed in (a) is evaluated with
experiments using English and programming languages. In
(c), we perform analysis based on the results of the demon-
stration experiments to see whether there is any correlation
between an individual learner’s learning process for English
and programming languages and whether synergy effects can
be expected to be utilized for education of both topics. In (d),
to disseminate our research results, we pursue the possibility of
using non-wearable instruments that produce the same results
(such as measuring blinks with a web camera) as judgment
results with an electroencephalograph (EEG).

IV. OUTCOMES OF OUR RESEARCH

In this study, we focus on the research item (a) shown by the
thick line in Fig. 1. In this chapter, we describe the outcomes
of (a)-(1) to (a)-(4) in Fig. 1.

A. How to judge careless mistakes

In this section, we describe how to judge careless mistakes
based on how answer time and brain waves relate during Java
language learning [9].



1) Overview: Three fourth-year students from the Shonan
Institute of Technology participated in our research. During
the experiment, we measured their brain wave information
when they were learning programming. We focused on the
relationship between the answer time of the problem and the
brain wave and tried to detect any careless mistakes when they
lost focus.

2) Experimental method: The learning target of the ex-
periment is the Java language basics. The participants learn
seven chapters. In each chapter, materials explain the contents,
and 10 questions are included to measure comprehension.
First, participants read, and learn the explanatory material
of the first chapter. Then the brain wave is measured for
five minutes. They answered ten questions about the first
chapter. We measured their brain waves during the process.
The measurement continued without stopping until the last
question. The measurement time remains as a log, as it is
possible to cut out the brain waves for each question. This
process is repeated from the first to the seventh chapter.

3) Careless mistake judgment method: Here, we define
careless mistakes as “wrong answers in a short time” and
“wrong answers without thinking,” i.e., “wrong answers be-
cause they did not answer properly.” We proposed a careless
mistake estimation method as follows: a) Calculate the average
answer time each participant took to answer each question in
the experiment. Specifically, we focused on questions learners
answered incorrectly within a short time. At this point, the
average value of the EEG is referred to while solving the target
question. This is aimed at the target average. We also attribute
the cumulative average as the average value of the questions
from the first question to the preceding question of the target
question (not including the target question). b) Compare the
target average with the cumulative average and extract the
value whose target average > the cumulative average. c) Per-
form an F -test (test for homogeneity of variance) and a t-test
(test for MD) on the extracted average and the corresponding
cumulative average. Check whether a significant difference is
observed.

Fig. 2. Average EEG when answering each question in Chapter 6 of
Experiment Participant 3

4) Experimental result: The first participant had some
wrong answers. It is assumed that he was good at Java

programming. The second participant scored a slightly higher
number of wrong answers, but we estimated none as careless
mistakes. After careful consideration, it is assumed that he
erred. Fig. 2 shows the average EEG at the time the third
participant answered each question in Chapter 6 of the Exper-
iment. The circled part is where β/α is likely to go down. If
this part has an incorrect answer, a short answer time, and a
statistically significantly low β/α, it is judged as a careless
mistake. In this example, only question 7 was judged to be
a careless mistake. The third participant had many wrong
answers. The following questions can be estimated as careless
mistakes: question 9 in Chapter 2, question 9 in Chapter 4,
question 7 in Chapter 5, question 7 in Chapter 6, and questions
3, and 9 in Chapter 8. We found that the third participant was
more inclined to make careless mistakes at the end of each
chapter.

B. Syntax error detection

In this section, we describe the process used to extract the
source code including grammatical mistakes from the editing
history data of the programming creation process [10].

1) Overview: A large number of learning logs were ac-
cumulated when approximately 90 students of the Shonan
Institute of Technology took a 16-week programming class.
These learning logs contain all the source code that was
adjusted at the end of the program. Based on this information,
a debug practice question extraction system that extracts
source code containing grammatical errors and automatically
generates questions for debug practice is developed.

2) Overall system configuration: We show the overall con-
figuration of the debug exercise extraction system developed
this time in Fig. 3. In Fig. 3, the extant editing history visual-
ization system is used until the learning history is developed.
The debug exercise extraction tool refers to the learning history
developed by the editing history visualization tool, compares
the correct source code with the source code, including errors,
and extracting them. The extracted source code and errors are
referenced and dispersed in the altered version of the editing
history visualization system.

Fig. 3. Overall configuration of debug exercise extraction system

3) Debugging exercise extraction tool: In this section,
we compare the debugging exercise extraction tool with the
learning history developed by editing the history visualiza-
tion system. Specifically, MyClass.java exists in the complete
folder (last) for each problem, and MyClass.java is in the



process of coding. These tools extract the number of errors and
the number of misspelled characters for each mistake. The tool
reconstructs the folder based on the extracted “number of mis-
takes” and “number of misspelled characters”. Two differences
exist between source codes: one is for correcting an error and
the other is without error. Therefore, we only extracted the
source code for correcting errors. The developed debugging
exercise extraction tool is shown in Figure 4. As shown in
Figure 4, we can indicate what is to be extracted - how many
mistakes, misspelled characters, and which problems of the
lesson.

Fig. 4. Debugging exercise extraction tool

4) Extraction Algorithm: The extraction algorithm in this
sector shows:

1) Repeat the following for the entire history of the editing
history visualization system.

2) Check if last.info contains the word “end”.

3) For all folders other than the last, check whether the
word “errors” are described in the stdout file.

4) Differentiate between MyClass.java in the folder other
than the last that describes the error and MyClass.java
in the last folder1

5) At that time, it counts the number of mistakes and how
many characters are included in one mistake.

6) According to the folder structure, the MyClass.java file
is copied depending on the number of mistakes, and
the number of misspelled characters contained in one
mistake.

C. Logical error detection

This section describes the extraction of the source code
including the logical error where the compiler does not output
the error information from the editing history data of the
programming creation process [11].

1In the Java version editing history visualization system, the class name
containing the main function is MyClass.java.

1) Overview: The debugging exercise extraction system
shown in the previous section targets syntax errors. In this
section, the same learning history is used in analyzing the
logical error. The compiler does not output error information
because logical errors are not grammatical errors. Therefore,
it is difficult to detect it mechanically. However, we were able
to automatically detect logic errors that are prone to error by
accumulating and analyzing a large amount of programming
learning history. By this result, the learner can practice debug-
ging to correct the logic error.

2) Class that collected data: We applied the flipped class-
room method at our university for a period of16 weeks
of actual lessons in three autumn semesters from 2017 to
2019. In this application, we accumulated learning logs from
183 students, 189 students, and 224 students for the three
consecutive years, respectively.

3) Analysis results: The source program at that time is
accumulated as learning history each time the learner presses
the “Build & Execute” button when creating a program that
solves these problems. We then analyzed the accumulated
203,436 source files (72,193, 61,721, and 69,522 in 2017,
2018, and 2019, respectively). When solving a task, the
expectation is that “Build & Execute” will be performed after
the copied source code has been significantly adjusted. Many
learners copy and modify the source code of the previous
problem. Specifically, when compared with the complete ver-
sion of the source code, modifications in many places, or of
many characters would be unsuitable for logic error analysis.
Therefore, we exclude source code from being detected as a
logic error when the “number of mistakes” and “number of
misspelled characters” are < 10. Table I shows the number of
detections for each logical error type and the percentage (%)
of the total number of detections annually.

TABLE I
NUNBER OF DETECTIONS AND PERCENTAGE FOR EACH LOGIC ERROR

TYPE

Type Num. of Detections (Percentage %)
2017 2018 2019

Spaces 4,189 (19.94) 2,735 (15.12) 2,934 (14.85)
Comments 124 ( 0.59) 34 ( 0.19) 289 ( 1.46)
Strings 2,616 (12.45) 2,675 (14.78) 2,410 (12.20)
Brackets 1,140 ( 5.43) 1,164 ( 6.43) 1,228 ( 6.21)
For statements 2,771 (13.19) 2,223 (12.29) 2,577 (13.04)
While statements 152 ( 0.72) 108 ( 0.60) 152 ( 0.77)
If statements 1,453 ( 6.92) 1,122 ( 6.20) 1,384 ( 7.00)
Else statements 49 ( 0.23) 31 ( 0.17) 183 ( 0.93)
Println 89 ( 0.42) 101 ( 0.56) 93 ( 0.47)
Semicolons 869 ( 4.14) 649 ( 3.59) 649 ( 3.28)
Arrays 371 ( 1.77) 333 ( 1.84) 454 ( 2.30)
Variables 3,215 (15.30) 2,476 (13.68) 2,390 (12.10)
Numerics 1,447 ( 6.89) 2,006 (11.09) 2,313 (11.71)
Substitutions 279 ( 1.33) 252 ( 1.39) 331 ( 1.68)
Expressions 2,220 (10.57) 2,155 (11.91) 2,333 (11.81)
Other 26 ( 0.12) 29 ( 0.16) 40 ( 0.20)
Total 21,010 (100.0) 18,093 (100.0) 19,760 (100.0)

Table I shows that “Spaces” has the highest number of
detections. These detections, along with changes to “Strings,”



are less important (than other logic error types) for pro-
gramming comprehension. Many detections associated with
programming control structures are “For statements” and “If
statements”. Although “While statements” are also control
structures, they are used infrequently, and therefore the number
of detections is small. However, many detections of changes
are registered in “Variables” and “Numbers”. This registration
is attributed to the nature of the university lessons, as similar
problems are solved successively. Although many “Expres-
sions” are detected, these logic errors may require further
analysis. The compiler output no error for those logic errors
classified as “Other,” albeit source code contains a correction
by double-byte detectable characters.

D. EEG measurement system
This section describes the development of a “Detect server”

that measures brain wave information to detect learners and
provide questions of appropriate difficulty.

1) Overview: In the conventional measurement method,
during learning using a simple EEG, it was necessary for
the experiment participants themselves or staff to manually
perform the starting and stopping of electroencephalogram
measurement. In some cases, the EEG signal was weak, and
we did not notice that no data was available. Furthermore,
since it is necessary to start the measurement for each par-
ticipant, there is a drawback that the start and the end are
different for each participant. To overcome these drawbacks,
we developed an electroencephalogram collection system of
conventional electroencephalogram data acquisition methods.

2) Proposed system: The proposed system for overcoming
the drawbacks as shown in the previous section is presented
in Fig. 5. Within this proposed system, the beginning, and
end of EEG measurement can be instructed from the remote
management server. Moreover, since the status of brain waves
can be confirmed, there is no need for individual staff to
support the participants in the experiment. The status of the
total EEG can be confirmed, and after confirmation, the start of
the acquisition of an electroencephalogram can be instructed.
This eliminates the failure of not being aware that brain waves
cannot be got (the signal was weak). Furthermore, there is an
advantage that the time does not deviate for each data point
since the brain wave data is accumulated in the server and the
data acquisition time is unified by the server time.

Fig. 5. Proposed EEG data acquisition system

3) Proposed system algorithm: The algorithm of the pro-
posed system is shown in Fig. 6. The experiment participant
first executes the login process with the experiment ID and
password. The login information is sent to the server, and
the connection between the client and the EEG headset is
established. The experiment participant acquires brain wave
data and status from the EEG headset and sends them to the
server, which in turn saves the status in the control table, and
saves the EEG data sent from the client in the data table when
the measurement status is starting. If the measurement status is
stopping, the EEG data sent from the client will be discarded.
By this, we confirm the status saved in the server and then
instruct to start measurement when the brain wave level of all
the experiment participants reaches the normal value. When
the time based on the experimental plan elapsed, we send an
instruction to stop the measurement.

Fig. 6. Proposed EEG data acquisition system algorithm

4) Proposed system user interface: In Fig. 7, we show the
startup screen on the experiment participant (user) side. The
status of the EEG is displayed every second. A status of 200
indicates “a state in which brain waves are not taken due to
poor contact or other reasons,” and 0 indicates a “state in
which brain waves are taken normally.”

Fig. 8 shows an example of the status confirmation screen
for the experimenter to confirm the EEG acquisition status of
all the participants before the start of measurement.

During the experiment, we check the user status with the
EegStatus command. From Fig. 8, it is easy to see that the
status of user 11111111 is 0, whereas the status of other
users remains 200. Also, we confirm that the status of all the
members has become 0, and we start the measurement with
the start command.

5) EEG data acquired and stored in the database: Fig. 9
shows the EEG data collected from the simple EEG to the
server via the network and stored in the database. Observe
that multiple types of brain waves (delta waves to high
Gamma waves) of multiple experiment participants (1111111,
22222222, etc.) have been acquired.



Fig. 7. User-side startup screen of the proposed system Fig. 8. Proposal system status confirmation screen

Fig. 9. EEG data acquired and stored in the database

V. CONCLUSION AND FUTURE WORK

In this study, we succeeded in determining careless mis-
takes, extracting grammatical errors, and analyzing logical
errors as part of our research on self-study systems for
language learning. Furthermore, we developed a system that
can efficiently collect brain waves from the participants of the
experiment.

In the future, we plan to research evaluation experiments
and integrated analysis of English and programming languages
as well as research on possible substitutes with non-wearable
measuring instruments to popularize the system.
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